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tuning of hidden layer that are widespread problems in other conventional neural network techniques. 
The algorithm is as follows:

1.  Let P is the training set,

P x y x R y R i N
i i i

n
i

m= ( ) ∈ ∈ ={ }, , , , , , ........1 2 3 . 

Activation function is represented as f(x) and number of hidden neurons is NH. Randomly assign the 
input weights wi and baises bi, i= 1 to NH.

2.  Compute H, the output matrix of hidden layer.
3.  Compute the output weight

β = =−H Y whereY y y y
N
T1

1 2
, [ , , ........... ]  

and H-1 is the Moore–Penrose generalized inverse of matrix H.

Development of Customer Churn Prediction (CCP) Model

Churn prediction is normally consisting of four main phases: Data collection, Preprocessing, Feature se-
lection and Classification. Fig. 1 shows the various steps followed in the development of the CCP model. 
First the data are collected. After normalization of the data the features are selected using Information 
Gain(IG) feature selection method. 

Information Gain Feature Selection

Entropy is generally used inside the facts concept degree, which characterizes the purity of an arbitrary 
series of examples. It’s far in the basis of the IG characteristic ranking strategies. The entropy degree is 
taken into consideration as a degree of device’s unpredictability. The entropy of Y is

H Y p y p y
y Y

( ) ( ) log ( ( ))= −
∈
∑ 2

 (4)

Figure 1. Steps in development of churn prediction model
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wherein p(y) is the marginal possibility density characteristic for the random variable Y. If the discovered 
values of Y within the training data set S are partitioned in step with the values of a second function X, 
and the entropy of Y with appreciate to the partitions induced via X is less than the entropy of Y previous 
to partitioning, then there is a dating among capabilities Y and X. Then the entropy of Y after looking X is

H Y X p x p y x p y x
x X y Y

( / ) ( ) ( / ) log ( ( / ))= −
∈ ∈
∑ ∑ 2

 (5)

wherein p(y/x) is possibility of y given x. Given the entropy as a criterion of impurity in a dataset S, we 
are capable of outline a degree reflecting extra statistics approximately Y furnished by way of X that 
represents the quantity by manner of which the entropy of Y decreases. This diploma is known as IG. 
It is given via

IG = H(Y) – H(Y/X) = H(X) – H(X/Y) (6)

IG is a symmetrical degree. The information obtained about Y after watching X is same to the facts 
obtained about X after looking at Y. A weakness of the IG criterion is that it is miles biased in opt for of 
functions with more values even if they are not extra informative.

1.  Classification: An adaptive classifier is designed to predict the churn status of the customers. Fig. 
2(a) represents the classifier for churn prediction. For this purpose the chapter has used MLANN, 
SVM, DT, DA, K-NN, Naïve Bayesian and ELM techniques.

Development of a classifier consists of two phases: 1. Training phase and testing phase. During the 
training phase the classifier is trained using the past data. Once the classifier is ready then its performance 
is tested during testing phase. There are various methods of doing this such as holdout method, k-fold 
cross validation and leave-one-out method etc.

Holdout Method: In this method, the information is randomly divided into two: Training and Test/
Validation set. Then the model is trained with the training dataset and examine the model on the Test/
Validation dataset. Typically the training dataset is greater than the testing dataset. Typical ratios used 
for splitting the information set include 60:40, 80:20 etc. In our case we have taken the ratio of 80:20.

Figure 2. Churn prediction model
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The development of a MLANN churn prediction model using holdout method is described below. 
Figure 3 shows the structure of a feed forward multilayer neural network model with one input, two 
hidden and one output layers.

Here a 9:5:1 structure is used as a classifier. The nine input features of training set (2333 tuples) are 
applied to the feed forward neural network sequentially. The inputs are weighted and summed together 
at each neuron of the hidden layer. These intermediate outputs are then passed through the activation 
functions, ‘tanh’ to give the final outputs. The process is repeated at each layer of the network until the 
final output at output layer is obtained. The obtained output is then compared with 0.9 if the features 
belong to ‘Yes’ class otherwise with 0.1 for ‘No’ class. This completes one iteration and the iteration is 
repeated 5000 times. The experiment is repeated until all training samples are applied. The connecting 
weights and bias weights are updated using the BP algorithm until the mean squared error (MSE) is 
minimized. The MSE value for each iteration is stored and the convergence characteristics is obtained 
and shown in the Figure 4.

Once the training process is over the churn prediction model is tested using the testing features(1000 
tuples) and accuracy of the classifier is calculated using (7). Similarly the other classifiers are developed 
using their respective techniques as described in Section II. Same way the k-fold cross validation method 
can also be used. The details of it are as follows:

k-Fold Cross Validation: Cross-validation is broadly speaking used in applied machine learning to 
estimate the talent of a system learning model on unseen records. That is, to apply a limited pattern to be 
able to estimate how the version is anticipated to perform in general while used to make predictions on 
statistics now not used at some point of the training of the model. The well known system is as follows

1.  Shuffle the dataset randomly.
2.  Split the dataset into k equal subsets.(k =10 in our case)
3.  For every unique subset:

Figure 3. Structure of a multilayer neural network model
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a.  Take the subset as a hold out or take a look at records set
b.  Take the remaining subsets as a training set
c.  Fit a model on the training set and evaluate it on the take a look at set
d.  Retain the assessment score and discard the version

4.  Summarize the skill of the model using the pattern of version assessment scores

Performance Measures

To examine the class results, the quantity of True Positive (TP), True Negative (TN), False Positive (FP) 
and False Negative (FN) are counted. The FN price surely belongs to Positive P however is wrongly 
classified as Negative N, Similarly, FP price is certainly a part of N but wrongly categorized as P. Con-
fusion matrix is a performance dimension for studying classification problem where output may be two 
or greater classes. It is a table with four exclusive mixtures of predicted and actual values in case of a 
binary classification problem as shown below in Table 1. The diagonal elements of the below given 
matrix, TP and TN show the amount of correct prediction for P and N classes respectively.

Figure 4. Convergence characteristics of MLANN model

Table 1. Example of confusion matrix

Actual Values
Predicted Values

Positive(P) Negative(N)

Positive (P) TP FP

Negative(N) FN TN
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The percentage of classification accuracy is calculated as

Percentage of Accuracy =TP TN
P N
+
+

×100  (7)

where

TP= true positive
TN = true negative
P= Total positive tuples
N= Total negative tuples

Simulation Study

This chapter uses a data set of 3333 unique customers of telecommunication sector collected from (bigml.
com) where 2850customers are Non-churn (No) and 483 are Churn (Yes). Out of this 2333 data (80%) 
randomly used for training where 85.16% are No and 14.8% are Yes and rest 1000 data are used for test-
ing of the model where 86.3% are No and 13.7% are Yes. The Matlab 2016 is used for the simulation 
study. The customer churn prediction process is comprised of three main stages: (i)normalization of the 
data (ii) feature selection and (iii) classification. In this study z-score normalization is used to normalize 
the data. Feature selection is an important and essential step in order to reduce the computational cost. 
If the number of features are more then unnecessarily they will increase the computational complexity 
and computation time. Out of the all features only nine features or attributes are selected based on their 
high information gain. The nine features are selected referring to (Amin et. al., 2016). Alternatively, 
these attributes are contributing more in the decision making in comparison to other features. The details 
of the attributes are given in Table 2. Referring to Figure 2 finally classification is done using various 
machine learning techniques such as MLANN, SVM, Naïve Bayesian, KNN, DA, DT and ELM. The 
different parameters used in simulation for the classifiers are given in Table 3. Once the classifiers are 
ready the testing of the models are done using the testing samples. The confusion matrices for best three 
models are shown in Table 4. Along with the hold out method, 10-fold cross validation is also carried 
out and the accuracy obtained are shown in the Table 5.

RESULTS AND DISCUSSION

It is exhibited from Table 5 that out of seven different techniques used for customer churn prediction 
ELM is giving the best prediction accuracy of 92.10% followed by SVM with polynomial kernel and 
MLANN with accuracy of 91.33% and 90.4% respectively in holdout method. The ELM is a single 
hidden layer neural network model which is faster in computation as compared to the MLANN model. 
Also the ELM is not using BP algorithm to update its weight which is the advantage of it. The minimum 
accuracy of 85.54% is obtained by using DA method. Rest of the methods are also performing average 
with an accuracy greater than 85.54%. Same is the observation incase of the 10-fold cross validation with 
accuracy of 92.09%, 91.37% and 90.64% for ELM, SVM(Polynomial) and MLANN models. On the basis 



271

Performance Evaluation of Machine Learning Techniques for Customer Churn Prediction
 

of their performance the models can be ranked and suggested for practical use in telecommunication 
industries for CCP. The rank of ELM based prediction model is one. The SVM with polynomial kernel 
is at number two and the third rank is occupied by MLANN based CCP model.

CONCLUSION

The customer churn prediction is an important research topic for various business organizations as churn 
of their consumers have direct impact on the revenue of the enterprise. In recent past various machine 
learning algorithms are used by the researchers to find out a CCP model which will help the managers 
to know apriori about the probably customers whole are likely to churn. This chapter has collected 3333 
telecom data and develop CCP models using seven different ML techniques. First the data are normal-
ized, then feature selection is done to reduce the number of features based on maximum information 
gain. Finally classification is carried out. Out of all seven methods used ELM based prediction model 
outperformed all other models with an accuracy of 92.10%. The SVM with polynomial kernel based 
model is in second rank with accuracy of 91.33% and MLANN is at 3rd position with 90.4% of accuracy. 
Similar observation is noted for the 10-fold cross validation method. In future the CCP models can also 
be developed using convolution neural network, deep learning and other recent technology.

Table 2. Selected attributes on the basis of their Information gain

Sl. No. Name of Attribute Description Different 
Counts

Minimum 
Value

Maximum 
Value

1 Voicemail_Message Number of voice mail messages done by the 
customer 46 0 51

2 Day_minutes Total number of minutes that a customer has 
used in daytime 1667 0 350.8

3 Day_charges Call charges for total day time 1667 0 59.64

4 Evening_minutes Total number of minutes that a customer has 
used at evening time 1611 0 363.7

5 Evening_charges Call charges for total evening time 1440 0 30.91

6 International_minutes Total number of minutes used during 
international calls 162 0 20

7 International_calls Total number of calls used as international 
calls 21 0 20

8 International_charges Charges for total amount of international calls 162 0 5.4

9 Customer_service_calls Total number of calls made by a customer to 
customer service 10 0 9

(Amin et. al., 2016)
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Table 4a. Confusion Matrices obtained for hold out method during testing: ELM based classifier

Actual Values
Predicted Values

Yes No

137 (Yes) 127 10

863(No) 69 794

Total = 1000

Table 4b. Confusion Matrices obtained for hold out method during testing: SVM(Polynomial) based 
classifier

Actual Values
Predicted Values

Yes No

137 (Yes) 124 13

863(No) 74 789

Total = 1000

Table 4c. Confusion Matrices obtained for hold out method during testing: ELM based classifier

Actual Values
Predicted Values

Yes No

137 (Yes) 124 13

863(No) 83 780

Total = 1000

Table 3. Parameters of the classifiers used in simulation

Sl. No. Technique Used Parameters

1 MLANN

9:5:1 structure 
Learning parameter mu=0.001 

Total no. of iterations:5000 
No. of independent run=20

2 SVM Kernel: RBF, Polynomial, Linear

3 K-NN K=5, Euclidean distance

4 DA Linear Discriminant

5 DT ----

6 Naïve Bayesian Distribution: Normal

7 ELM No. of neurons =100 in hidden layer
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CHAPTER 13 

Postmodernism, Virtual Reality 
and Popular Culture 

Dr. Prasenjit Panda 

Postmodernism is appeared to be a new historical movement which is by 
and large responsible for establishing a new cultural epoch after World 

War II. It does not endorse the modernist distinction between high and 
low culture not it aims for establishing any truth. Having an iconoclastic 

sensibility postmodernism is often raises its voice against any 
institutionalised concept of culture, knowledge, religion and aesthetics. 

Postmodernism rejects the cultural and aesthetic elitism of the 

modernism. The grand narrative or the metanarrative of the modernism 

is replaced with micronarratives. Popular culture like TV, Cinema or 

photography were even considered to be low art amidst the avuant garde 

movement which considers Imagism, symbolism, Marxism, surrealism as 

high art. Postmodernism claims itself as an anti-philosophical since it 

rejects traditional concepts of truth, beauty, goodness and being and 

welcomes the fragmented version of truth and meaning. Centre 

collapses as the raise of the margins becomes inevitable. Postmodernity 

becomes "a journey into unknown territory where the old cultural 

constraints no longer apply, and our collective security is potentially 

compromised (17). In the words of French postmodern theorist Jean- 

Francois Lyotard, 

Wc now live in a world where Eclecticism is the degree zero of contemporary 

general culure: you isten to rcggac; you watch a western; you ate McDonald's

at midday and local cusine at night; you wear Paris perfume in Tokyo and 

dress retro in Hong Kong, knowledge is the stuff of TV game 

shows..Together, artist, gallery owner, critic, and public indulge one another 

in the Anything Gocs - it is time to relax. ( 8) 

Postmodernism rejects the traditional concept of culture which 

works as preexisting social ordering force that is transmitted to members 
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Chapter 14 

IMPACT OF DROUGHT ON TROPICAL FORESTS 
AND PLANT MECHANISM TO MITIGATE 

DROUGHT STRESS 
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'Department of Forestry, Wildlife and Environmental Sciences,
Guru Ghasidas Vishwavidyalaya (A Central University), 

Bilaspur, Chhattisgarh, India 

ABSTRACT 

Forests are vital for climate change but now the forest itself is in big trouble due to 
extreme weather events and frequent droughts. The earth warming expects to influence 
about 40% of the terrestrial area, and then most trees alive today would not be able to 
survive or will be functionally changed. The severe drought affects the terrestrial 
ecosystem leading to poor productivity and health. Drought impacts on trees directly by 
arresting growth, and causing death while indirectly by increasing their susceptibility to 
wildfire, insect pests, and disease. Trees evolve protective mechanisms to deal with 
drought stress through morphological, physiological, and molecular adaptations, however 
drought combined with many other extemal factors make forest trees highly vulnerable. 
This paper deals with the responses of drought on forest regeneration, forest fire, tree 
physiology, and plant-microbial interactions, incidencos of insect and pathogens, and 
plant mechanisms to combat drought stress. 

The information provided would help to understand the drought impact on forests, 
and to evolve management strategies for reducing the vulnerability of forest and to 
develop suitable tree species for success ul afforestation. 
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Chapter 25 
Medicinal Attribution of Ginsenoside: A Huge Source of Plant Bioactive Compound 
Dilipkumar Pal, Souvik Mukherjee, Satish Balasaheb Nimse, and K. K. Chandra 

Abstract Ginsenosides (G) are chemically triterpenoid saponin in nature. According to the presence of aglycones, dammarane and oleanane are the two types 
of GN°. These are mostly observed in species of Panax. The researchers have discovered over one hundred fifty substances from stocks, grasses, shoots, florets, drupes from the ginseng plant. G and their derivatives are the main chemical constituents of the ginseng plant. Recently, G are gaining increasing interests among natural product scientists. Ghave many significant pharmacological activities, including anti-oxidation, mmunomodulation, and preventive actions in cancer, infiammation, stress, and hypertension, etc. The metabolism of GN° involves two significant metabolic reactions, including acid hydrolysis and hydrolytic reactions oriented from bacterial origins. After metabolism, GN° are transformed into a more active GN derivatives. The utilization and changes of unblemished GN", which appears to assume a significant job for their potential wellbeing impacts, are discussed in this chapter. 
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Immune response, inflammation
pathway gene polymorphisms,
and the risk of cervical cancer

Henu Kumar Vermaa, Batoul Farranb,
and Lakkakula V.K.S. Bhaskarc

aInstitute of Endocrinology and Oncology, Naples, Italy bDepartment of Hematology & Medical

Oncology, Winship Cancer Institute, Emory University, Atlanta, GA, United States
cDepartment of Zoology, Guru Ghasidas Vishwavidyalaya, Bilaspur, Chhattisgarh, India

Abstract
Numerous studies have provided novel insights into the potential role of genetic polymorphisms as prognostic
markers in gynecologic cancers, particularly cervical cancer. Cervical cancer is the second most common and
primary cause of cancer-related deaths in developing countries. Deep research into single-nucleotide
polymorphisms (SNPs) may help to explain potential differences in distinct cancers. Candidate SNPs may
be involved in immune cell regulation, cell-cycle control, DNA damage and repair, cancer metabolism, and
apoptosis. In the present chapter, we have summarized important findings of genetic association studies ex-
ploring the role of glutathione-S-transferase (GST), interleukins (ILs), p53 codon 72, tumor necrosis factor A
gene (TNFA), human leukocyte antigen (HLA), Fas gene polymorphism, murine double-minute two homo-
logs (MDM2), and interferons-γ (IFNG) gene polymorphism with cervical cancer. Genetic association studies
will require further validation to provide direction for future research leading to better clinical outcomes for
patients with cervical cancer.

Abbreviations

CDC Centers for Disease Control and Prevention (US)
GC gynecologic cancer
GST glutathione-S-transferase
GSTO glutathione-S-transferase omega
HLA human leukocyte antigen
HPV human papillomavirus
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Chapter 10
Association Between IL6 Gene
Polymorphisms and Gastric Cancer Risk: A
Meta-Analysis of Case-Control Studies

Henu Kumar Verma, Neha Merchant, and L. V. K. S. Bhaskar

Abstract Interleukin-6 (IL-6) is a multifunctional cytokine, which plays a vital role
in inflammation as well as tumorigenesis. Several studies have demonstrated that the
association of IL6 -174 G/C (rs1800795) and -572 G/C (rs1800796) promoter
polymorphisms influences transcription and has been found to trigger the risk of
gastric tumor advancement with inconsistent and controversial result. The present
study aims at collecting eligible articles through extensive search in PubMed,
MEDLINE, and Embase databases. Additionally, the analysis also included
15 case–control investigations. MetaGenyo web tool was used to perform the
meta-analysis. No substantial association was observed between IL6 polymorphisms
and GC. In conclusion, our study signifies that polymorphisms of IL6, -174 G/C, and
-572 G/C are not linked with GC risk.

Keywords Gastric cancer · IL-6 gene · -174 G/C · -572 G/C · Meta-analysis
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GC Gastric cancer
IL-6 Interleukin 6
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NLM National Library of Medicine
SNPs Single nucleotide polymorphisms
CBLD Chinese Biomedical Literature Database
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Chapter 10
An Intergenic Variant rs4779584 Between
SCG5 and GREM1 Contributes
to the Increased Risk of Colorectal Cancer:
A Meta-Analysis

Samrat Rakshit and L. V. K. S. Bhaskar

Abstract Colorectal cancer (CRC) is very common malignancy all over the world.
Adoption of Western diet (red meat and high fat foods) in many countries has
increased the incidence of colorectal cancer. There are genetic factors as well as
environmental factors contributed to the etiology of CRC. Current meta-analysis is
envisioned to investigate the association between rs4779584 variant and risk of
CRC. PubMed, Google Scholar, and Embase were used for the collection of
publication to retrieve data. Odds ratios (ORs) with 95% confidence intervals (CIs)
were calculated to evaluate the association between rs4779584 variant and risk of
CRC. To determine heterogeneity, Cochrane Q test and I2 statistic were employed.
Subgroup analysis and sensitivity analysis were performed to assess between-study
heterogeneity. Publication bias was determined through Funnel plots and Egger’s
test. Total 14 publications with 26 different studies comprising 25,469 CRC cases
and 32,745 controls were finally considered for meta-analysis. Overall, a positive
association of rs4779584 polymorphism with CRC risk was found in all genetic
models (allelic model: OR ¼ 1.13; 95% CI 1.08–1.18; p ¼ <0.001; I2: 53%;
dominant model: OR ¼ 1.14; 95% CI 1.08–1.21; p < 0.001; I2: 41%; and recessive
model: OR ¼ 1.19; 95% CI 1.09–1.30; p < 0.001; I2: 44%). The level of heteroge-
neity was significant for all ethnic groups. No significant publication bias was found
in this meta-analysis. Based on this meta-analysis, it can be confirmed that the
rs4779584 polymorphism and CRC risk shares a positive correlation in patients
where T allele was a susceptible factor.

Keywords Colorectal cancer · Colorectal carcinoma · rs4779584
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CHAPTER 13

Pharmacoeconomics and
cost-effectiveness of treatments
related to breast and cervix cancers
Mohan Krishna Ghantaa, Santosh C. Gursaleb, Narayan P. Burtec, and
L.V.K.S. Bhaskard
aDepartment of Pharmacology, SRMC & RI, Sri Ramachandra Institute of Higher Education and Research, Chennai,
Tamil Nadu, India
bDepartment of Pharmacology, BKL Walawalkar Rural Medical College, Sawarde, Ratnagiri, Maharashtra, India
cDepartment of Pharmacology, Viswabharathi Medical College, Kurnool, Andhra Pradesh, India
dDepartment of Zoology, Guru Ghasidas Vishwavidyalaya, Bilaspur, Chhattisgarh, India

Abstract

Breast and cervix cancers are major diseases among women with increasing incidence worldwide.
Apart from disease burden, costs related to treatments and diagnoses of breast and cervical cancers
put a major stress on the health and economic status of patients as well as the countries they are from.
In most low- and middle-income countries, treatments of these diseases cause a larger economic bur-
den on patients. The introduction of pharmacoeconomics reduces the economic burden of disease
management on both patient and governments. This chapter discusses the worldwide cost burden
and cost-effective treatments of breast and cervix cancer, which may be a pharmacoeconomic input.

Keywords: Cervical cancer, Breast cancer, Pharmacoeconomic concepts, Cost-effectiveness treatments,
Treatment cost burden.

Abbreviations
BRCA1 human tumor suppressor gene
CBA cost-benefit analysis
CEA cost-effective analysis

CMA cost-minimization analysis
CRT chemoradiation therapy
CT computerized tomography

CUA cost-utility analysis
ER estrogen receptors
GDP gross domestic product
HER2 human epidermal growth factor receptor 2

HPV human papillomavirus
INR Indian rupee
IV intravenous

NAC neoadjuvant chemotherapy
QALY quality adjusted life years
TNM tumor node metastasis

USD United States of America Dollar
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CHAPTER 16

CYP1B1 rs1056836 polymorphism and
endometrial cancer risk: A meta-analysis
Samrat Rakshit and L.V.K.S. Bhaskar
Department of Zoology, Guru Ghasidas Vishwavidyalaya, Bilaspur, Chhattisgarh, India

Abstract

Endometrial cancer (EMC) is the most common gynecological cancer, accounting for more than 2% of
cancer deaths in women worldwide. The present meta-analysis deals with the association between the
CYP1B1 rs1056836 variant and risk of EMC. For the collection of data, we rigorously searched Google
Scholar, PubMed, and Embase for relevant published articles. The association between CYP1B1
rs1056836 and EMC was assessed by calculating odds ratios (ORs) with 95% confidence intervals
(CIs). Values of I2 statistics were calculated with the help of the Cochrane Q test to determine hetero-
geneity of the study. To understand between-study heterogeneity, subgroup analysis and sensitivity
analysis were performed. Funnel plots as well as Egger’s tests were performed to determine publication
bias. A total of 4804 cases of EMC and 7185 control patients involving the CYP1B1 rs1056836 polymor-
phism and EMC risk were investigated from 17 independent studies. Pooled analysis in a dominant
genetic model showed that there is significant association between the CYP1B1 rs1056836 polymor-
phism and development of EMC (OR¼1.31; 95% CI 1.08–1.59; P¼0.005). There is significant heteroge-
neity between ethnic groups with no publication bias observed. In summary, this meta-analysis
revealed that rs1056836 is a major risk factor for developing EMC. Further research is still needed to
investigate the clinical and biological implications of these associations.

Keywords: Endometrial cancer (EMC), Single nucleotide polymorphisms (SNPs), Meta-analysis,
Polymorphism, Confidence intervals (CIs), Odds ratios (ORs).

Abbreviations
CI confidence interval

CYP1B1 cytochrome P-450 1B1
EMC endometrial cancer
OR odds ratio

SNPs single nucleotide polymorphisms

1. Introduction

Endometrial cancer (EMC) is the most common gynecological cancer and accounts for

more than 2% of cancer deaths in women worldwide. EMC is a very common female

malignancy, second only to breast cancer [1, 2]. In comparison to other parts of theworld,

NorthAmerica and parts of Europe have greater numbers of EMCpatients, whichmay be
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Cashew Nut (Anacardium occidentale) 28
Javid Ahmad Malik and Monika Bhadauria

Abstract

Cashew (Anacardium occidentale L.) is a versatile plant cultivated in several
tropical countries. The crop is fast-growing, hardy, drought resistant, and it is
familiar for its nut globally although all plant parts are valuable. It serves an
immense importance with respect to global trade for its nuts. Although in the
beginning it was considered a well-known agroforestry species used for the
afforestation and soil binding purposes, its commercial exploitation started lately.
Cashews are nutritionally very rich with a good fat and protein content. The main
cashew-producing countries are Brazil, India, Mozambique, and Tanzania.
Although cashew cultivation started in Brazil, it has reached to Asia, Africa,
and Latin America. On global stage, India plays a major part on the cashew nut
trade, being the second-largest country after Brazil for raw cashew nut produc-
tion. The cashews are processed mostly through manual methods; however, some
advancement in the methods has been achieved. Processing occurs through three
main steps: drying, shelling, and then removal of testa. The fruit consists of
cashew apple and cashew nut, which further consists of three parts: shell, coat,
and nut. The increasing demand for the fruit owes to its beneficial uses of various
by-products besides the nut. The fruit comprises many essential constituents
which impart some essential roles to combat metabolic disorders, oxidative
stress-induced manifestations, immune malfunctions, and cardiac dysfunctions.

Keywords

Cashew · Cashew by-products · Antioxidants · Immune malfunctions · Cardiac
dysfunctions
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ABSTRACT

Human dependence on number of chemicals or chemical derivatives has increased alarmingly. Among 
the commodity chemicals, plastics are becoming independent for our modern lifestyle, as the usage of 
plastics is increasing worryingly. However, these synthetic plastics are extremely persistent in nature and 
accumulate in the environment, thereby leading to serious ecological problems. So, to build our economy 
sustainably, a need of replacement is necessary. Biomaterials in terms of bioplastics are an anticipated 
option, being synthesized and catabolized by different organisms with myriad biotechnological applica-
tions. Polyhydroxyalkanoates (PHAs) are among such biodegradable bioplastics, which are considered as 
an effective alternative for conventional plastics due to their similar mechanical properties of plastics. A 
range of microbes under different nutrient and environmental conditions produce PHAs significantly with 
the help of enzymes. PHA synthases encoded by phaC genes are the key enzymes that polymerize PHA 
monomers. Four major classes of PHA synthases can be distinguished based on their primary structures, 
as well as the number of subunits and substrate specificity. PHAs can also be produced from renewable 
feedstock under, unlike the petrochemically derived plastics that are produced by fractional distillation 
of depleting fossil fuels. Polyhydroxybutyrate (PHB) is the simplest yet best known polyester of PHAs, 
as the PHB derived bioplastics are heat tolerant, thus used to make heat tolerant and clear packaging 
film. They have several medical applications such as drug delivery, suture, scaffold and heart valves, 
tissue engineering, targeted drug delivery, and agricultural fields. Genetic modification (GM) may be 
necessary to achieve adequate yields. The selections of suitable bacterial strains, inexpensive carbon 
sources, efficient fermentation, and recovery processes are also some aspects important aspects taken 
into consideration for the commercialization of PHA. PHA producers have been reported to reside at 
various ecological niches with few among them also produce some byproducts like extracellular polymeric 
substances, rhamnolipids and biohydrogen gas. So, the metabolic engineering thereafter promises to 
bring a feasible solution for the production of “green plastic” in order to preserve petroleum reserves 
and diminish the escalating human and animal health concerns environmental implications.

Polyhydroxyalkanoates:
An Indispensable Alternative

Javid A. Malik
Guru Ghasidas University, India

Monika Bhadauria
Guru Ghasidas University, India
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